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In Week 10 of POLS2044 we will be continuing our focus on regression modelling. We have 
spent time on various ways of (1) describing and developing an understanding of our data—
what is the central tendency, how much observed variance is there, what is the most common 
value, what outliers exist—and (2) looking at relationships between two variables. This week 
we reinforce Week 9’s initial discussion of regression’s assumptions and the bivariate 
regression equation.  
 
The whole reason we are doing all this data analysis, of course, is because we have a 
theoretically informed expectation about the world that we are trying to evaluate with the best 
data available. Oh, and because these methods (and probability theory as we discussed last 
week) are at the heart of much of our daily lives and knowledge of them is increasingly 
necessary to interpret media summaries of current research (e.g., is red wine and coffee healthy 
or unhealthy?) as well as increasingly useful for post-undergraduate studies and careers.  
 
This week I have two main goals. First, I want students to understand how and why we move 
from bivariate to multivariate regression. I also want students to get more comfortable talking 
about the elements of regression modelling, what they mean substantively, and what 
assumptions underly them. Second, I want students to get practice interpreting regression 
results. 
  
 

Reading notes and questions 
 
There are two readings for this week.  Both start with terms we have seen in previous weeks. 
They then move into multiple regression, which we will be talking about more for the 
remainder of the semester. 
 
Wheelan, Charles. 2013. “Chapter 11: Regression Analysis: The Miracle Elixir,” in 
Naked Statistics:  Stripping the Dread from the Data.  London: W.W. Norton:  185-211. 
 
This chapter is useful to read first as it focuses on the intuition behind both bivariate and 
multivariate regression. It also connects the various issues we have talked about previously 
(e.g., sample size, intercepts, dependent and independent variables, sign, size, and significance 
of coefficients) to several empirical examples (e.g., job stress, height and weight, and gender 
pay gaps).  
 
Several things to think about while reading this chapter: 
 

1. Can you think of any political outcome that is only correlated with one explanatory 
factor? Or are there always additional factors that are not of primary interest but have 
secondary importance? 
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2. How and why are the sign, size, and significance of coefficients important to understand 
when analysing regression results? 

3. What happens to the tails of the t-distribution as the sample size gets progressively 
larger? 

4. What are confidence intervals (we also discussed them in Week 9) and what are they 
telling us? 

5. What is a useful rule of thumb about statistical significance when the coefficient is at 
least twice the size of the standard error? 

6. What is the R2 and what can it (and cannot) tell us about the model’s explained 
variance? 

 
Long, Abby. 2016. “10 Things to Know About Reading a Regression Table.” Berkeley: 
EGAP. Available at: https://egap.org/resource/10-things-to-know-about-reading-a-
regression-table/.  
 
If the Wheelan chapter focused on the deductive intuition behind regression, this online article 
takes a more inductive approach—if you are faced with a regression table in an article you are 
reading, what are the important takeaways to take from it? 
 
One important point this article makes is that there are myriad names given to the same concept 
(e.g., right-hand side, response, predictor, input, and causal variables). 
 

7. Are there any terms used in this (or other readings) that you do not understand? Can 
you infer meaning from the text or from an online search? Do you have somewhere 
where you collect definitions of terms used in this or other courses?  

8. What are the main purposes of regression? While this class focuses on causal 
relationships, do you think the other three purposes Long discusses are also 
interesting/valuable to your research or understanding? 

9. What is “Anscombe’s quartet” and how does it connect back to our descriptive statistics 
week? 

10. What is “researcher degrees of freedom”? Have you thought about this risk when 
deciding whether or not to be convinced by an article’s findings? 

11. What are the potential biases we should be aware of? 
12. What new terms are used in this article? Do you feel confident you could describe them 

to others? 
13. Both readings talk about extensions of regression models that are necessary when the 

dependent variable is not continuous (e.g., GDP is continuous, but war is not 
traditionally measured as such). Is the dependent variable you plan on using in your 
final paper continuous or not?  

 
It is fine to use OLS regression in this class even if your dependent variable is not continuous, 
but your results would be easier to interpret if they are. 
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LECTURE PART 1: Introduction 

 
Probability’s key properties 

  
All outcomes have a probability ranging from 0 to 1. 
The sum of all possible outcomes must be exactly 1. 
If (and only if) two outcomes are independent, then the probability of those events 
both occurring is equal to the product of them individually. 
The chance of either of two outcomes happening is the sum of their probabilities if the 
options are mutually exclusive.  
If the events are not mutually exclusive, the probability of getting A or B consists of 
the sum of their individual probabilities minus the probability of both events 
happening. 

 
Probability pitfalls 
 

Assuming events are independent when they are not (e.g., rain today and tomorrow). 
Assuming events are not independent when they are (e.g., hot streaks). 
Clusters do happen (e.g. getting struck by lightening). 
There is often reversion to the mean (e.g. doing well on an exam). 
Moving from aggregate statistics to predicting individual behaviour (e.g., profiling). 
Garbage in, garbage out (e.g., data quality). 
Analytical tools are moving faster than our knowledge of what to do with results (e.g. 
predictive AI). 

 
Central limit theorem 
 

Sample size has to be large (say >30). 
 
The sample mean will be distributed roughly as a normal distribution around the 
population mean.  
 
The sample standard deviation will equal the population standard deviation over the 
square root of the number of sample observations. 

 
The standard normal distribution 
 

 
Source: https://www.scribbr.com/statistics/standard-normal-distribution/ 
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Source: Kellstedt and Whitten (2018: 150) 

 
Important to note! 
 

A distribution of sample values is the frequency distribution, which does not have to 
be normal. 
 
However, because of the central limit theorem, the repeated sampling distribution 
mean will be naturally distributed, even if the underlying frequency is not. 

 
Probability takeaways 
 

Probabilities involve uncertainty. 
Political scientists need estimates of uncertainty as we have sample data instead of 
population data. 
Probability theory comes with important assumptions, strengths, and weaknesses. 
It is largely relevant to us when determining statistical significance. 

 
Why conduct hypothesis testing? 
 

It forces us to clearly link our theory to its real world implications. 
It forces us to think about the null hypothesis. 
It forces us to frame our implications in a falsifiable manner. 

 
Which hypothesis test do we choose? 

 Independent variable type 
Categorical Continuous 

Dependent 
variable type 

Categorical Tabular (goodness 
of fit) analysis Logit/probit 

Continuous 
Difference of 
means test or 
regression 

Pearson’s correlation 
coefficient or 
regression 
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What do these tests have in common? 
 

They use p-values in their hypothesis tests. 
These p-values range from 0 to 1. 
They include a null hypothesis. 
 
They do not tell us that the relationship is causal. 
They do not tell us how strong the relationship is. 
They do not tell us anything about the quality of our measures. 

 
 
Hypothesis testing important takeaways 
 

There are different types of hypothesis tests for different types of data and hypotheses. 
They all involve some form of significance test. 
These significance tests rely on probabilities related to the distribution of the sample 
means. 

 
Today’s motivating questions 
 

Why and how do we compare different samples? 
Why and how do we run a multiple regression? 
Why and how do you interpret regression results? 

 
LECTURE PART 2: Difference of means test  
 
Motivating question 
 

Are the average values of two different measures significantly different from each 
other? 
Are men statistically significantly taller than women? 
Do plumbers earn more than lawyers? 
 Do democracies have a higher average GDP than non-democracies? 

 
Two-sample t-test for difference of means 

 
Null hypothesis—the average values (means) are drawn from the same underlying 
distribution. 
Alternate hypothesis—the average values (means) are not drawn from the same 
underlying distribution. 
 
The test statistic for this difference of means test is the t-statistic because it follows 
the t-distribution. 

 
 

 
 

t = Y1 − Y2
se(Y1 − Y2)
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Where   is the mean value of variable y1 and se is the standard error of the difference 
of the two means. 

 

 
 

Where: n1 is the sample size of Ybar 1  and n2 is the sample size of  Ybar 2 and s1 
and s2   are the sample variances. 

 
Example: Does Australia give more aid to Asia-Pacific countries? 
 

 
2020 data from the World Bank 

(https://data.worldbank.org/indicator/DC.DAC.AUSL.CD) 
 
Anscombe’s quartet 
 

 
 
Almost identical descriptive statistics but very different underlying value distributions. 
 

se(Y1 − Y2) = ( (n1 − 1)s2
1 + (n1 − 1)s2

2
n1 + n2 − 2 ) + ( 1

n1
+ 1

n2 )
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Source: https://xkcd.com/1725/ 

 
Exercise—calculating difference of means in Excel. 
 
T-distribution critical values 
 
Important takeaways 
 

This type of hypothesis testing is useful when you have two (or more) identifiable 
groups that may systematically differ in their mean values of the outcome we are 
interested in. 
The math is less important than the intuition. 
There are a number of other test statistics that you can use depending on the nature 
and distribution of your variables as well as the hypothesis you are interested in 
testing. 

 
LECTURE PART 3: Why run a regression? 
 
Why run a regression? 
 

What if we are interested not just if there is a statistically significant difference in a 
sample (goodness of fit) or pairs of samples (difference of means test)? 
Rather we want a more complex understanding of the directionality and significance 
in the relationship between an X and Y than a simple correlation can tell us? 
Or perhaps we want to predict our outcome as we vary values of our independent 
variables? 

 
Ceterus paribus assumption 
 

Latin for “other things equal.” 
Also short for “all other things being equal.” 
Regression helps us control for other factors to better isolate the effect of the variable 
we care about. 

 
Taken to the extreme 
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Estimating the relationship between X and Y 
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Abstract
Despite decades of research, there is no consensus as to the core correlates of 
national-level voter turnout. We argue that this is, in part, due to the lack of com-
prehensive, systematic empirical analysis. This paper conducts such an analysis. We 
identify 44 articles on turnout from 1986 to 2017. These articles include over 127 
potential predictors of voter turnout, and we collect data on seventy of these vari-
ables. Using extreme bounds analysis, we run over 15 million regressions to deter-
mine which of these 70 variables are robustly associated with voter turnout in 579 
elections in 80 democracies from 1945 to 2014. Overall, 22 variables are robustly 
associated with voter turnout, including compulsory voting, concurrent elections, 
competitive elections, inflation, previous turnout, and economic globalization.

Keywords Elections · Turnout · Extreme bounds analysis · Meta-analysis

Introduction

A common challenge in the study of comparative politics is balancing theoretical 
and empirical comprehensiveness with substantive importance. Consider voter turn-
out. If we ask what the most statistically significant and substantively important pre-
dictors of national-level voter turnout in democratic elections are, even after more 
than 50 years of comparative voter turnout research, there are few certainties beyond 
the fact that compulsory voting increases turnout. For example, several studies 
including Radcliff and Davis (2000) find larger district magnitudes increase turnout 
while others like Tavits (2008) find either no significant relationship or even a nega-
tive one (Fumagalli & Narciso, 2012).

 * Richard W. Frank 
 richard.frank@anu.edu.au

1 School of Politics and International Relations, Australian National University, Canberra, 
Australia

2 People, Elections and Parties Research Group, Centre for Governance and Public Policy, School 
of Government and International Relations, Griffith University, Brisbane, Australia

 Political Behavior

1 3

and political factors (e.g., 19 articles include the number of political parties in their 
models). It is also notable that (regardless of the criteria we rely upon and exclud-
ing geographical dummies) the most robust turnout predictors are political while (as 
we saw above) previous research focuses more on institutional and socioeconomic 
factors.

Finally, it is worth highlighting our models’ average substantive effects. Figure 2 
summarizes the coefficient distributions for Table 5’s robust predictors. Each square 
represents a variable’s average estimated impact on national-level voter turnout, 
and the bars on either side of these coefficients represent Leamer’s upper and lower 
extreme bounds. Holding all else equal, concurrent elections increase turnout 7.9% 
over elections without candidates competing for executive office. Proportional rep-
resentative election systems are associated with higher levels (5.2%) of voter turnout 
than states without this electoral system. The variables that (on average) depressed 
turnout the most in the fixed effects models are the time trend (which estimated a 
lowering of average turnout by 6.9% from 1945 to 2014) and economic globaliza-
tion (− 4.3% average effect across its observed range).

Time trend

Econ. globaliz.

Sufferage

Closeness/compet.

Inflation

Years 1945-94

Spending decent.

Concurrent

1.5

Proport. represent. *

GNI pc, const. (ln) *

Compulsory voting *

Lagged D.V. *

-40 -35 -30 -25 -20 -15 -10 -5 0 5 10 15 20 25
Coefficient

Fig. 2  Robust predictors of voter turnout, mean coefficients and extreme bounds. Note Results from fixed 
effects models reported in Table 5. Table A7 includes complete results. *Identifies core variables in all 
fixed effects models. The only core variable found to be (Sala-i-Martin) robust is proportional repre-
sentation. Population is a core variable but not included in figure due to the disproportionate size of its 
extreme bounds
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The work horse model 
 

Y=alpha + Beta*X + error terms 
 
Where:  
 
Y is the outcome you are trying to explain. 
X is the main explanatory variable. 
  (alpha) is the value of Y when X=0. 
  (beta) is the estimated relationship between X and Y. 
  is the systematic error. 
  is the random error. 

 

 
 
Let us revisit our industrial strikes example and run a multiple regression in Excel. 
 
Regression takeaways 
 

Ordinary least squares regression is about fitting a line that minimises the (squared) 
distance between sample values and the line. 

A basic regression provides us with two important estimates: 
(1) the slope of the line summarising the relationship between x and y 
(2) the expected value of y when x=0 
Multiple regression enables us to control for other factors that might understate or 

overstate our X-Y relationship if we do not include them. 
The intuition helps us understand what it can and cannot tell us. 

 
The three S’s 
 

Size, sign, and significance 
 
Example of regression output from Long (2016) 
 
Confidence intervals 
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The lower bound of the confidence interval is the mean minus two standard errors of 
the mean,  
 
The upper bound is the mean plus two standard errors of the mean. 
 
What would happen to the confidence intervals if the sample was cut in half? 

 
Another example: methods anxiety 
 

 
 
The literature suggests that statistics anxiety negatively affects course performance.  
(Zeidner 1991; Onwueg- buzie and Seaman 1995; Zanakis and Valenza 1997)  
 

 
Source: Papnastasiou and Zembylas (2008: 158) 

 
Research questions 
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The study reported in this article examines the nature of anxiety that undergraduate
students experience in a research methods course and explores some of the factors that
influence their anxiety levels. Two questionnaires measuring the attitudes towards
research and the anxiety level were administered to 472 students enrolled in a research
methods course at the University of Cyprus between the fall of 2002 and the spring of
2005. The results showed that students’ self-perceptions seemed to influence the level of
anxiety in such courses, while the grades that students were expecting to earn did not
predict students’ anxiety. Another important finding was that students who considered
research to be important for their profession had higher levels of anxiety. Finally, the
implications of this study are discussed and teaching interventions are suggested to assist
students deal with their anxiety.

Keywords: research methods; attitudes; research anxiety; Attitudes Toward Research scale
(ATR)

Many undergraduate students in education need to take courses in research methods and/or
statistics or some combination of those, as part of their teacher education programme. Such
courses are important because they typically provide the only formal exposure to educa-
tional research concepts and practices received by undergraduate students in their teacher
education programmes. Undergraduate students suddenly find themselves being introduced
to completely new concepts that are often accompanied by mathematically based ideas.
Being confronted with new and challenging material is likely to trigger a number of
responses from these students including stress, uncertainty and anxiety. Indeed, recent
research on quantitative research methodology and statistics courses shows that college
students have difficulties and experience anxiety in such courses (Onwuegbuzie and Daley
1999; Murtonen and Lehtinen 2003; Onwuegbuzie and Wilson 2003; Murtonen 2005).

Our own experiences in teaching research methods courses to undergraduate students in
teacher education programmes over the last 10 years have confirmed over and over again
the anxiety these students feel over research methods: anxiety over the concepts taught, their
perceived level of difficulty, their applicability to real-life situations and the implications of
using these concepts in students’ future professional context. In all of the institutions we
have taught so far, research methods courses are usually designed to help students become
critical readers of research as well as prepare them to undertake a research project related
to educational issues. Such courses (often lasting one semester only) are mandatory to

*Corresponding author. Email: papanastasiou.e@unic.ac.cy
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conducted so far, is that the anxiety experienced by students is not necessarily due to the
students’ lack of ability or insufficient skills. Most likely, this anxiety is multidimensional
(Onwuegbuzie, DaRos, and Ryan 1997) and seems to be related to the students’ perceptions
about the rigid and formal nature of research methods; the fear of negative evaluation;
students’ prior experiences and attitudes; and the students’ fear to ask questions that would
reveal incompetence to their instructors and peers.1 For instructors of research methods this
is significant, because educators need to be able to identify students with high levels of
anxiety and use teaching and learning strategies that alleviate students’ negative feelings.

After all, there is a large body of research that has documented the implications of
statistics anxiety for students’ learning outcomes. The results indicate a consistent negative
relationship between statistics anxiety and course performance (Zeidner 1991; Onwueg-
buzie and Seaman 1995; Zanakis and Valenza 1997). In fact, statistics anxiety has been
found to be the best predictor of achievement in research methodology and statistics courses
(Onwuegbuzie and Wilson 2003). Similarly, it may be assumed that students’ anxiety about
research methods can have an impact on their learning, for example, on whether they have
difficulties in learning or whether they are motivated to learn and use those methods
(Murtonen 2005). Statistics anxiety can have a debilitating effect on course performance
(Onwuegbuzie and Seaman 1995; Onwuegbuzie and Wilson 2003) – e.g. preventing
students from finishing up a course or a degree programme – and thus educators need to
design course that reduce anxiety levels.

There have been a few reports focusing specifically on students’ research methods
anxiety – although the construct, i.e. ‘research methods anxiety’ is not theorized as such. In
a series of studies performed by Wilson and his colleagues (Wilson 1998; Wilson and
Onwuegbuzie 2001), it has been found that the main factors that contributed to the increase
of graduate students’ anxiety in a research methods course were those of the amount of work
required, the amount of material covered, test taking, difficulty of the material covered in
class as well as preparing individual research projects. Essentially, then, these studies refer
to anxiety caused by research methods course, but the authors do not name this anxiety as
such – a direction in which we want to follow particularly with undergraduate students who
are younger in age. It is possible that undergraduate students will have even higher levels
of anxiety than graduate students for two reasons. First, because the higher number of years
of education tends to decrease the anxiety of students; second, it is likely that it is more
difficult for undergraduate students to see the value of research especially if they enrol in
such a course early in their studies.

Finally, there are several implications from previous research on statistics anxiety in
relation to teaching and learning strategies that can alleviate anxiety. For example, Gal and
Ginsburg (1994) emphasized that in order to make statistics less threatening and more effec-
tive, attention should be focused on students’ beliefs and attitudes. Other researchers report
specific strategies that help reduce students’ anxiety levels; these strategies include: encour-
aging students, using humour, teaching gimmicks, helping students to understand the course
objectives, administering open book exams, using performance assessments, using effective
teaching style, provide extensive feedback, addressing ways to relieve anxiety, applying
statistics to real world examples and assigning students to work in groups (Onwuegbuzie
and Wilson 2003).

In general, our own work builds on previous literature related to statistics anxiety but
aims to push further the construct of ‘research methods anxiety’ theoretically and empiri-
cally by identifying the main factors that contribute to undergraduate students’ research
anxiety. In this way, we will create possibilities to understand research anxiety and relevant
attitudes and to ground ideas about course improvements. Given that little attention has been
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Dependent variable: An anxiety scale 
 

“AMAS-C is a 49-item self-report measure designed to assess chronic, manifest 
anxiety in the college student population. The students had to respond to the AMAS-C 
on a nominal true/false scale. The construct validity of the scale that was obtained 
through a factor analysis revealed four subscales: worry anxiety, physiological 
anxiety, test anxiety and social anxiety.” -Papnastasiou and Zembylas (2008: 160) 
 
Note the scale is reversed in some models so that higher values suggest lower anxiety 
levels. 

 
Independent variables: student survey questions 

 
32 questions measured on a seven-point Likert Scale ranging from 1 (strongly 
disagree) to 7 (strongly agree). These questions are combined into five sub scales: 
 
Usefulness of research to students’ profession 
Research anxiety 
Positive attitudes to research 
Relevance of research to students’ personal lives 
Research difficulty 
 

 Papnastasiou and Zembylas (2008: 160) 
 
Sample 
 

472 students enrolled in an undergraduate methods course for education students at 
the University of Cyprus from 2002 to 2005. 
 
What population do you think this sample is part of? 

 
Results 
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placed on mixed methodology courses, the present article introduces some insights into
students’ anxiety levels within a curricular framework that is just beginning to gain more
attention in the literature (Onwuegbuzie et al. 2005). The ideas discussed here can help
researchers to address research anxiety at the undergraduate level in a more comprehensive
manner, rather than drawing boundaries around quantitative and qualitative methodologies.

Research methods
The research questions that are examined in this study are the following: 

(1) What are the levels of anxiety experienced by undergraduate students enrolled in a
research methods class?

(2) What is the relationship between research methods anxiety and other anxiety types
and attitudes towards research?

(3) What variables can explain and predict the anxiety levels of these students?
(4) How does the students’ anxiety affect their achievement in the course?

Participants
The sample in this study includes 472 students who had completed a research methods
course at the University of Cyprus. The students who had taken part in the study were all
undergraduates that came from the field of education. The data were gathered between the
fall of 2002 and the spring of 2005. More specifically, all undergraduate students who were
enrolled in the required research methods course were requested to respond to a question-
naire on the last day of their class. Therefore, only the students who were absent on the last
day of class did not respond to this questionnaire. For validity purposes, it was not possible
to administer the questionnaire at the beginning of the semester. Although this had been
attempted, the researchers eventually realized that the students were not familiar with the
content that would be covered in research courses that would enable them to respond to the
questionnaire appropriately. The majority of the students in the sample were female
(87.3%), while the remaining students were male. This is due to the fact that the majority
of the students enrolled in the field of education in Cyprus are females. Since this course is
not offered to other academic majors that have a larger percentage of male students, it was
not possible to gather more data from male students.

In order to enter the University of Cyprus, the students have to take the fiercely compet-
itive entrance examination at the end of their high school studies. Among the majors that
are offered at the University of Cyprus, the elementary and kindergarten majors are the most
competitive majors (Zembylas and Papanastasiou 2005); only 150 students (out of the
approximately 3000 applications) are accepted each year. Consequently, the students who
are accepted and enrol in the field of education are among the highest achieving students in
the University entrance examinations (along with the field of Medicine). Therefore, the
students who have been used in this sample are overall high achievers.

Instruments
Two questionnaires were administered to the students for the purpose of this study. The
Attitudes Toward Research (ATR) scale (Papanastasiou 2005) as well as the Adult Manifest
Anxiety Scale-College Version (AMAS-C) (Reynolds, Richmond, and Lowe 2003).
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F = 62.258, p = 0.000. 
R2=.452  
 
Separate analyses found gender differences in anxiety but not in difficulty. 
 

Source: Papanastasiou and Zembylas (2008: 162) 
 
Grade results 

 
F = 6.56, p = 0.000 
R2 = 0.102.   
 

Source: Papanastasiou and Zembylas (2008: 163) 
 
 
Why standardise coefficients? 
 

Most of the time our independent variables use different measurement units. 
This makes direct comparison of regression coefficients difficult. 
Standardising the coefficients puts the coefficients on the same scale, which aids 
comparability.  
This comes at a cost of easily understanding one unit change in the independent 
variable. 

 
Standardising coefficients 
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be difficult had higher levels of anxiety, while the students who considered research to be
useful in their profession also had higher levels of anxiety.

An attempt was also made to predict the research methods anxiety of the students with
the use of the AMAS-C (see Table 4). The aim of this analysis was to determine whether
other anxiety factors also influence the students’ research methods anxiety. The results of
this analysis were significant (F = 2.765, p = 0.034). However, the only factor that was
significant in predicting research methods anxiety was that of test anxiety (β = 0.69, t =
2.26, p = 0.027).

Gender and anxiety
An analysis of variance (ANOVA) was performed to determine whether there were gender
differences on the anxiety levels of the students. The analysis was significant (F = 9.04, p
= 0.003) with males having lower levels of anxiety compared to females. An examination
of Table 5 shows that in all eight questions that comprise the research anxiety factor, males
had higher scores, which because of the recoding indicated that they had lower levels of
anxiety. The item on which males and females had the highest discrepancy in their
responses was that of ‘research scares me’, while the item on which the two genders were
the most similar in their responses was that of ‘research is difficult’, indicating that both
genders found their research methods courses about average in difficulty.

Anxiety and achievement
In the last series of analyses, a regression was performed to determine whether the grade
that the students expected to receive in their research methods course had influenced their

Table 3. Predicting anxiety from the other ATR scales.

Unstandardized 
coefficients

Standardized 
coefficients

Subscales β Std. error β t Sig.

Constant 0.033 0.374 0.087 0.931
Usefulness for the profession −0.333 0.089 −0.255 −3.755 0.000
Positive attitudes 0.570 0.073 0.472 7.805 0.000
Relevance to life 0.118 0.081 0.086 1.465 0.144
Research difficulty 0.477 0.054 0.419 8.852 0.000

Table 4. Predicting research methods anxiety from the AMAS-C.

Unstandardized 
coefficients

Standardized 
coefficients

Subscales β Std. error β t Sig.

Constant 2.618 0.342 7.664 0.000
Worry anxiety −0.003 0.055 −0.010 −0.062 0.951
Physiological anxiety −0.025 0.066 −0.067 −0.386 0.701
Test anxiety 0.069 0.031 0.328 2.262 0.027
Social anxiety 0.069 0.063 0.164 1.104 0.274
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levels of anxiety. The regression analysis that was performed was not significant though (F
= 2.753, p = 0.101). So, there were no significant differences in the anxiety levels of the
students regardless of whether the students were expecting to receive high or low grades in
their research course.

However, an additional regression was performed to determine whether the five ATR
factors could help predict the student’s final grade in the course. The analysis was signifi-
cant (F = 6.56, p = 0.000), while the percentage of variance explained equalled R2 = 0.102.
The factors that were significant in predicting achievement were those of usefulness of the
profession and anxiety (see Table 6). More specifically, the students who considered the
course to be useful to their profession as well as the students who had low levels of anxiety
had higher grades in their research methods course.

In order to examine this relationship further, the anxiety levels of the students were
correlated with the students’ scores on the midterm and final examinations in the course
(see Table 7). The interesting result from this analysis showed that with the exception
of the factor of ‘usefulness for the profession’, the student’s attitudes were not corre-
lated with their midterm grades, although they were significantly correlated with their
grade on the final examination. All of these relationships were positive, indicating that
students with higher levels of anxiety factors also had higher grades on their final
examination.

Table 5. Gender differences.

Mean SD

Scale items Male Female Male Female

Research makes me anxiousa 3.90 2.88 1.92 1.57
I feel insecure concerning the analysis of research dataa 4.04 3.24 1.68 1.65
Research scares mea 4.70 3.59 1.79 1.75
Research is stressfula 4.12 3.16 1.88 1.72
Research makes me nervousa 4.53 3.60 1.86 1.75
Research is complicateda 3.90 3.30 1.65 1.52
Research is difficulta 3.83 3.25 1.63 1.57
Research is a complex subjecta 3.70 3.07 1.64 1.48

Note: aIndicates that the items have been recoded.

Table 6. Predicting the research methods course grade.

Unstandardized 
coefficients

Standardized 
coefficients

β Std. error β t Sig.

Constant 6.840 0.451 15.183 0.000
Usefulness for the profession 0.387 0.109 0.318 3.546 0.000
Anxiety −0.177 0.070 −0.190 −2.520 0.012
Positive attitudes 0.075 0.096 0.066 0.774 0.439
Relevance to life −0.128 0.097 −0.101 −1.319 0.188
Research difficulty 0.066 0.073 0.062 0.901 0.368
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Today’s motivating questions 

 
Why and how do we compare different samples? 
Why and how do we run a multiple regression? 
Why and how do you interpret regression results? 

 
 
 
 
 

TUTORIAL ACTIVITIES 
 
Over the last twelve weeks we have covered almost all the steps in the scientific method we 
discussed back in week 1. The last few weeks have built your familiarity with several 
descriptive and inferential statistical methods culminating with bivariate regression last week.  
 
In this week’s tutorial, you are going to have the opportunity to apply the two techniques 
discussed and demonstrated in this week’s lecture—a difference of means test and a multiple 
regression. The goal is to understand when each technique is of use, how it is used, and what 
it can and cannot help us with when evaluating causal arguments and their observable 
hypotheses.  
 
Please divide yourselves into groups of ~4. The goal is for every student to run these statistical 
methods themselves on their own computers; however, you should work together as teams to 
help each other work through the tasks below and discuss your results and answer any logistical 
questions. Of course, the tutor is always there if you have any more specific questions or are 
not sure how to start to answer the prompts below. 
 
The Excel spreadsheet (week_10_tutorial_data.xlsx) that you need for this week’s activities 
has been uploaded to Wattle under POLS2044/Week 10/tutorial. The first sheet in this 
spreadsheet (“data description”) provides information about the dataset we are using and a link 
to the codebook for this dataset. I recommend that you download the codebook and spend a 
minute or two looking at the variables’ names and descriptions. 
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Part 1: A difference of means test 
 
For this first activity, please go to the second tab (“difference of means”) of the tutorial dataset. 
You will see in Column A the names of 156 countries. Columns B-K include the variables 
described in the “data description” tab with two notable additions. Columns D and E break up 
the GDP per capita data in Column C into GDP values for EU (Column D) and non-EU 
(Column E) countries. I am curious whether EU countries have on average a higher GDP per 
capita than non-EU countries. 
 

1. Please write (a) a suitable hypothesis and (b) a null hypothesis for this difference of 
means test.  

 
Hint—look at the H0 and H1 outlined in the in-class Task 2 and see if they can be reworked 
for your purposes here. 
 
Next, run a difference of means test for Columns D and E. A screenshot on the right of the 
table (starting in Column L) shows the type of t-test you want to run as well as suggestions for 
the values to enter. Does the hypothesized mean difference make sense? What would it mean 
to change the alpha value? 
 

2. Do your results support rejecting the null hypothesis in favour of your hypothesis or do 
you fail to reject the null hypothesis? How do you reach this conclusion? 

 
Part 2: A multiple regression 
 
So far, I have asked you to follow some rather clear procedures. In this part of the tutorial, you 
will have the opportunity to (1) choose your own outcome of interest, (2) choose an explanatory 
variable that may affect your outcome, (3) choose some potential control variables, (4) run a 
regression, and (5) explore the results. 
 
Please go to the tab labelled “multiple regression.” You will see the eight variables you learned 
about above.  
 

3. Choose one variable as your outcome variable (Y). 
4. Choose one variable as your explanatory variable (X). 
5. Choose three variables as your control variables (the vector Z). 
6. Write a hypothesis and a null hypothesis for the expected relationship between your X 

and Y. 
 
There are no right or wrong choices here. Some students in your group may choose different 
variables than you. That is great! The goal here is to see the list of variables and see if you can 
start to tell yourself a halfway decent story about how one factor affects another. If you really 
are stuck for a way to start, do ask a tutor. 
 
Once you have your variables chosen, run a multiple regression as I did in class. There is a 
screenshot of a regression option (that makes no sense) to the right of the table that shows you 
the different fields that need entering. Remember the readings for this week and the lecture. 
You should initially focus on statistical significance, sign, and size of the coefficients. 
 

7. Evaluate your #6 hypotheses. Do you reject or fail to reject the null? Why or why not? 
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8. Try and explain as much of your regression results as you can to the other members of 
your group (or to the rest of your tutorial). 

9. What is the easiest to explain and what is the hardest? 
10. Do you think you would get similar results if you had data for these countries in 2021 

or 1991 (or 1881)? Why or why not? 
11. What do you think would happen to your results if you ran your model on only the first 

30 observations in this dataset? Or if you deleted clear outliers/extreme values in your 
data? 

 
 


